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* Announcements:

* HW1 released 9/6, due 9/20 (today!) at 11:59 PM
* HW2 released 9/20 (today!), due 10/4 at 11:59 PM
Front Matter - Instructor OH have been added to the course calendar

* Monday’s immediately after lecture

- Recommended Readings:

* Murphy, Section 3.5
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https://ebookcentral.proquest.com/lib/cm/detail.action?docID=3339490

* If we assume a linear model with additive Gaussian noise

y=w/x+e where/; N(O, 02)}—> y ~N(w'x,0%) ..

— o

and a general (zero-mean) Gaussian prior on the weights ...

[ @w~N(©3) |
Baye5|an then the distribution over y is

Linear
Regression

> y~NXO0+0=0X2XT +52])
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* If we assume a linear model with additive Gaussian noise
y = w'x + € wheree ~N(0,06°%) >y ~ N(w"x,5?) ...
and a general (zero-mean) Gaussian prior on the weights ...

w~N(0,2)

Baye5|an then the joint distribution over y and w is

Linear
Regression @“’ N (lgl'lm;; - Z);TD

9/20/23



* If we assume a linear model with additive Gaussian noise
y = w'x + € wheree ~N(0,06%) >y ~ N(w"x,5?) ...

and a general (zero-mean) Gaussian prior on the weights ...

w~N(0,ZX)
Baye5|an then the conditional distribution of w given y is
Linear
Regression w |y ~ N(fpost, Zpost)
where

Hpost = ZXT(XEXT + 0271y,
Ypost = = — ZXT(XZXT + 027 1XZ
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* If we assume a linear model with additive Gaussian noise
y = w'x + € wheree ~N(0,6%) > y ~ N(w"x,5?) ...

and a general (zero-mean) Gaussian prior on the weights ...

w~N(0,X)
Baye5|an then the conditional distribution of h(x') = x'Tw given y is
Linear |
Regression h(x') |y ~ N(#prep, Zprep)
where

S O 7
xT(xzxT + 021)-1)(@_@
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* If we assume a linear model with additive Gaussian noise
y = w'x + € wheree ~N(0,6%) > y ~ N(w"x,5?) ...
and a general (zero-mean) Gaussian prior on the weights ...

Kernelized w ~ NOA)
Baye5|an then the conditional distribution of h(x') = ' w given y is

Linear

Regression = h(x') | ¥y ~ N(prep, ZprED)

! where
Gaussian \

— T
Process (GP) @ ) =@ 4(b)

tprep = K(x', X)(K(X, X) + 02)7 1y,
Yprep = K(x',x") — K(x', X)(K(X,X) + 0?)"1K(X,x")
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{

f~GPm(x) =0,K(xx") = exp(—(x —x)%))

—— Mean 1+2 Standard Deviations

CEINSELR

Process (GP)

X

f~GPmK) - f(x) ~N(mx),K(x,x))
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f~GPm(x) =0,K(xx") = exp(—(x —x)%))

—— Samples — Mean  C33+42 Standard Deviations

Gaussian K M
Process (GP) w
X

f~GPmK) - f(x) ~N(mx),K(x,x))
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CEINSELR

Process (GP)

9/20/23

f ~ GPan() = 0,k x) = exp(—fpe -« )

—— Samples — Mean  C33+42 Standard Deviations

\.&\

#,v‘“‘mlwwuvt‘iv'lm ' A .V " VA

X

f~GPmK) - f(x) ~N(mx),K(x,x))



GP Prior
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f~GPm(x) =0,K(xx") = exp(—(x —x)%))

—— Mean 1+2 Standard Deviations
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GP Posterior

9/20/23

f 1D~ GP(mp,Kp)

oD = Data

— Mean

1+2 Standard Deviations
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GP Posterior

9/20/23

f 1D~ GP(mp,Kp)

—— Samples

oD = Data

— Mean

1+2 Standard Deviations
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GP Posterior

9/20/23

f 1D~ GP(mp,Kp)

—— Samples

oD = Data

— Mean

1+2 Standard Deviations
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Lawmakers Give New Senate Dress

SYLVANIA

Text Data

www.nytimes.com/2023/09

/us/politics/senate-dress-code-

fetterman-schumer.html
https://americanwirenews.com/slobs-
of-the-world-unite-schumer-changes-

LIVE

U.S. Sen

for casuz Fetterman Struggling To Adapt To Size Of
TRIB

senate-dress-code-to-accommodate-

fetterman/

https://triblive.com/news/pennsylvania

/u-s-senate-loosens-dress-code-scoring-
win-for-casually-dressed-fetterman/

://www.theonion.com/fetterman-
struggling-to-adapt-to-size-of-capitol-
buildi-1849773669

2023.
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U.S. Sen. John Fetterman, D-Braddock, waves to members of the media on Capitol Hill in Washington on April 17,

POLITICS

wanoeos Capitol Building jes

l Published January 4, 2023
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AP

1 Senate official. The

change applies only to senators — stall members will still be required to follow the
15
old dress code,” Axios reported.


https://www.nytimes.com/2023/09/19/us/politics/senate-dress-code-fetterman-schumer.html
https://www.nytimes.com/2023/09/19/us/politics/senate-dress-code-fetterman-schumer.html
https://www.nytimes.com/2023/09/19/us/politics/senate-dress-code-fetterman-schumer.html
https://americanwirenews.com/slobs-of-the-world-unite-schumer-changes-senate-dress-code-to-accommodate-fetterman/
https://americanwirenews.com/slobs-of-the-world-unite-schumer-changes-senate-dress-code-to-accommodate-fetterman/
https://americanwirenews.com/slobs-of-the-world-unite-schumer-changes-senate-dress-code-to-accommodate-fetterman/
https://americanwirenews.com/slobs-of-the-world-unite-schumer-changes-senate-dress-code-to-accommodate-fetterman/
https://triblive.com/news/pennsylvania/u-s-senate-loosens-dress-code-scoring-win-for-casually-dressed-fetterman/
https://triblive.com/news/pennsylvania/u-s-senate-loosens-dress-code-scoring-win-for-casually-dressed-fetterman/
https://triblive.com/news/pennsylvania/u-s-senate-loosens-dress-code-scoring-win-for-casually-dressed-fetterman/
https://www.theonion.com/fetterman-struggling-to-adapt-to-size-of-capitol-buildi-1849773669
https://www.theonion.com/fetterman-struggling-to-adapt-to-size-of-capitol-buildi-1849773669
https://www.theonion.com/fetterman-struggling-to-adapt-to-size-of-capitol-buildi-1849773669

Text Data
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Bag-of-Words
Model

9/20/23

X1 X2 X3 X4 X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom”) (“dad”) (Dr. Seuss)

17



Bag-of-Words

Model

9/20/23

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

The Cat in the Hat
(by Dr. Seuss)

Source: https://en.wikipedia.org/wiki/The Cat in the Hat#/media/File:The Cat in the Hat.png
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https://en.wikipedia.org/wiki/The_Cat_in_the_Hat

Bag-of-Words

Model

9/20/23

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0 0 1 0 0 0 0

Go, Dog. Go!
(by P. D. Eastman)

by P.D.Eastman

Source: https://en.wikipedia.org/wiki/Go, Dog. Gol#/media/File:Go Dog Go.jpg
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https://en.wikipedia.org/wiki/Go,_Dog._Go!

Bag-of-Words

Model

9/20/23

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0 0 1 0 0 0 0
0 0 0 1 0 0 1

uDr.Seuss (1
3’% One fish

One Fish, Two Fish, % two fish

Red Fish, Blue Fish M
(by Dr. Seuss) Iodifieh
7 ~2 blue fish

Source: https://en.wikipedia.org/wiki/One Fish, Two Fish, Red Fish, Blue Fish#/media/File:One Fish Two Fish Red Fish Blue Fish (cover art).ipg
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https://en.wikipedia.org/wiki/One_Fish,_Two_Fish,_Red_Fish,_Blue_Fish

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom” (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0 0 1 0 0 0 0
0 0 0 1 0 0 1
0 0 0 0 0

Bag-of-Words

Model

Are You My Mother?
(by P. D. Eastman)

). Eastman

9/20/23 Source: https://en.wikipedia.org/wiki/Are You My Mother%3F#/media/File:Areyoumymother.gif



https://en.wikipedia.org/wiki/Are_You_My_Mother%3F

Building a
Probabilistic

Classifier

9/20/23

* Define a decision rule

- Given a test data point x’, predict its label ¥ using
the posterior distribution P(Y = y|X = x")

- Common choice: ¥ = argmaxP(Y = y|X = x')
y

- Model the posterior distribution

* Option 1 - Model P(Y|X) directly as some function
of X (later)

° Option 2 - Use Bayes’ rule (today!): /JZ@QL Loog

P(X|Y) P(Y)

P(Y|X) = o P(X|Y) P(Y)
P(X

(P& \

fﬁ’br .




* Define a decision rule

- Given a test data point x’, predict its label ¥ using
the posterior distribution P(Y = y|X = x")

. - Common choice: ¥ = argmaxP(Y = y|X = x')

How hard is y

modelling » Model the posterior distribution

? * Option 1 - Model P(Y|X) directly as some function
of X (later)

* Option 2 - Use Bayes’ rule (today!):

P(X|Y) P(Y)

P(Y|X) = P00

o« P(X|Y) P(Y)
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fﬁ(x‘ > (F(f OIY” )> '“) 7:6((' x’/

= | h‘-—
X1 Xy X3 Xs X6
(“hat”) | (“cat”) dog (“mom”) | (“dad”)

0
1 0 0 0 0 0 92
. 1 1 0 0 0 0 6
How hard is 3
1 0 1 0 0 0 0,

modelling
?
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Naive Bayes

Assumption

9/20/23

- Assume features are conditionally independent given
the label:

j}/ﬁ 2 Crciuv\“y \\(\COF(‘C67L QSSU/"fE‘”
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General
Recipe

for
Machine
Learning

9/20/23

* Define a model and model parameters

* Write down an objective function

* Optimize the objective w.r.t. the model parameters
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9/20/23

* Define a model and model parameters

— Ma\ﬁc ’“7* Qc\\rvﬁ 6475; Assuorp ITTAN
B ASSUM.L iaA &c&c\ @O\ S
— ?at(aw{?ﬁ.n = ?CY@- \) ) eéi), — ?Cxé:'—' \ 1Y—:)/>

* Write down an objective function

— N\mq'm(?e %lg \cf)f'\‘c)calil@oi

* Optimize the objective w.r.t. the model parameters

— e (0 Hhon w closd- fom
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Setting the

EICINEES
via MLE

9/20/23

* Binary label

- Y ~ Bernoulli(m)
- = NY=1/N
- N = # of data points
* Ny—1 = # of data points with label 1

* Binary features

“XglY =y ~ Bernoulli(@d’y)

A~ Ny=y, x ;=1
Py — 4 d
ed,y _ /NY:y

* Ny—, = # of data points with label y

* Ny—y, x,=1 = # of data points with label y and
feature X; =1

29



Bernoulli

Naive
Bayes

9/20/23

* Binary label

- Y ~ Bernoulli(m)
g = Nr=1/

- 1T
- N = # of data points
* Ny—1 = # of data points with label 1

* Binary features

“XglY =y ~ Bernoulli(@d’y)

A~ Ny=y, x ;=1
Py — 4 d
ed,y _ /NY:y

* Ny—, = # of data points with label y

* Ny—y, x,=1 = # of data points with label y and
feature X; =1

30



Multiclass
Bernoulli

Naive
Bayes

9/20/23

* Discrete label (Y can take on one of M possible values)

- Y ~ Categorical(my, ..., my)

7 Ny—m
TTm = /N
* N = # of data points
* Ny_,, = # of data points with label m

* Binary features

- X4lY =m ~ Bernoulli(Hd,m)

~ Ny=m, x ;=1
’ ed,m — med /NY=m
* Ny—,,, = # of data points with label m

* Ny—m, x,=1 = # of data points with label m and
feature X; =1
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Multinomial

Naive
Bayes

9/20/23

* Binary label

- Y ~ Bernoulli(m)
g = Nr=1/

Tl
- N = # of data points
* Ny—, = # of data points with label 1

* Discrete features (X4 can take on one of K possible values)

- XglY =y~ Categorical(@d,l,y, e 9d,1<,y)

& Ny=y, x ;=k
*Oary = /Ny,

* Ny—, = # of data points with label y

* Ny—y, x,=k = # of data points with label y and
feature X; =k
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Gaussian

Naive
Bayes

9/20/23

;2 —_—
—-/> O-d,y_NY=

* Binary label
Y ~ Bernoulli(r)
- = NY=1/N
- N = # of data points
* Ny—1 = # of data points with label 1

* Real-valued features
* XqlY = y ~ Gaussian(ug 5,04 )
1 (n)
—> flay ﬂ(rw:y Xa

1

* Ny_,, = # of data points with label y
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* Fisher (1936) used 150 measurements of flowers from 3
different species: Iris setosa (0), Iris virginica (1), Iris

versicolor (2) collected by Anderson (1936)

Recall: m Sepal Length | Sepal Width
4.3 3.0

Fisher Iris 0

Dataset 0 4.9 3.6
0 5.3 3.7
1 4.9 2.4
1 5.7 2.8
1 6.3 3.3
1 6.7 3.0

9/20/23



Visualizing
Gaussian

Naive
Bayes
(2 classes)

9/20/23

4.5

35
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Figure courtesy of William Cohen
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Visualizing
Gaussian

Naive
Bayes
(2 classes)

9/20/23

45

Figure courtesy of William Cohen
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Visualizing
Gaussian

Naive
Bayes
(2 classes,
equal
variances)

9/20/23

Classification with Naive Bayes

Figure courtesy of Matt Gormley
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Visualizing
Gaussian

Naive
Bayes

(2 classes,
learned
variances)

9/20/23

Classification with Naive Bayes

Figure courtesy of Matt Gormley
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- Given a test data point x' = [x3, ...,xD]

P(Y=1] x)OCJ D) RO 1)

What if some - M A=K
Béoraitibel Tre,(1-8,)
Daiivaever /[ D AR . A K
Bapesirs in our F(ﬂo x >OC ()"%Zﬂ‘é\a,o (' - Qa,o)
iviking data? - R

Predictions r | P12 FOv=0 lx’>

9/20/23



What if some
Word-Label

pair never
appears in our
training data?

9/20/23

X1 X2 X3 Xg X5 X6 y
(“hat”) (“cat”) (“dog”) (“fish”) (“mom”) (“dad”) (Dr. Seuss)
1 1 0 0 0 0 1

0
1
0

© O O

0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

The Cat in the Hat gets a Dog (by ?7?)

* If some @d,y = (0 and that word appears in our test data

x',then P(Y = y|x') = 0 even if all the other features
in x’ point to the label being y!

* The model has been overfit to the training data...

- We can address this with a prior over the parameters!
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Setting the

EICINEES
via MAP

9/20/23

* Binary label

Y ~ Bernoulli(r)
e ==t/
- N = # of data points
* Ny—1 = # of data points with label 1

* Binary features

- X4lY =y ~ Bernoulli(Hd,y) and 6, , ~ Beta(a, )

B, = Ny=y, x  4=1+(a—1)
dy — /Ny=y+(a—1)+(ﬁ—1)

* Ny—, = # of data points with label y

* Ny_y, x,=1 = # of data points with label y and
feature X; =1

* a and f are “pseudocounts” of imagined data
points that help avoid zero-probability predictions.

* Common choice:a = f§ = 2
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What can we
do when this is
a bad/incorrect
assumption,

e.g., when our
features are
words in a
sentence?

9/20/23

- Assume features are conditionally independent given

the label:

D
Pexiv) = | [ PXaln)
d=1

* Pros:

* Significantly reduces computational complexity

* Also reduces model complexity, combats overfitting

* Cons:

* Is a strong, often illogical assumption

- We'll see a relaxed version of this next week
when we discuss Bayesian networks
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9/20/23

* Text data

- Bag-of-words feature representation

* Naive Bayes

* Conditional independence assumption
* Pros and cons
- Different Naive Bayes models based on type of features

* MLE vs. MAP for Bernoulli Naive Bayes
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