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but first…



Word2Vec

• Learn an embedding vector for each word
• Use to measure the similarity
• Build a probability model
• Maximize the likelihood function to 

learn the model

⟨x, y⟩

Efficient Estimation of Word Representations in Vector Space (2012)
Distributed representations of words and phrases and their compositionality (NeurIPS 2013)

https://arxiv.org/abs/1301.3781
https://arxiv.org/abs/1310.4546


The Skip-Gram Model

• A word can be used to generate the words surround it
• Given the center word, the context words are generated 

independently



Likelihood function



Negative sampling



Negative sampling (cont’d)

• Sample noise word that doesn’t appear in the window

• Add into the likelihood function as well
• Maximizing the likelihood equates to solving a binary classification 

problem with a binary logistic regression loss

ℙ (D = 0 |wc, wn) = 1 − σ (uT
n vc)

wn



Strange properties — linear relationships



Stereotypes Captured in Word Embeddings

• “Man is to Computer Programmer as Woman is to Homemaker? 
Debiasing Word Embeddings”

source: https://arxiv.org/pdf/1607.06520.pdf

https://arxiv.org/pdf/1607.06520.pdf


GLoVE (2013)

• Word vectors computed based on word-word co-occurrence stats
• Factorizes log of the co-occurrence matrix
• Rivaled / overtook W2V in word embedding popularity



In Image World 

Yosinski et al. https://arxiv.org/pdf/1411.1792.pdf

https://arxiv.org/pdf/1411.1792.pdf


Just Ahead of Its Time

Dai & Le (ICLR 2016)

https://arxiv.org/pdf/1511.01432.pdf


ELMO (2017)

source: http://jalammar.github.io/illustrated-bert/



ELMO (NAACL 2018)

• Deep contextualized word representations
• Bidirectional Language Model

• Learn both forward and backward language models
• Parameters tied for input embedding and softmax layers

• Architecture Details
• Base token representation: 2048 character n-gram convolutional filters, linear 

projection down to 512 dimensional word embedding
• Two hidden BiLSTM layers, 4096 units each
• Residual connection from first to second layer

• Pretrained on “large” text corpus
• 10 Epochs on the 1B Word Benchmark
• Gets to perplexity 37 (SOTA at the time was 30 in Józefowicz et al. 2016)

Peters et al. NAACL 2018

https://arxiv.org/abs/1602.02410


ELMO Adaptation Strategy

• Learn a task-specific weighting of the intermediate representations
• Make these contextual embeddings the inputs to downstream model



ELMO key results



BERT

source: http://jalammar.github.io/illustrated-bert/



BERT Fast Facts

• Deep bi-directional Transformer architecture
• Pretrained on next sentence prediction
• “Masked Language Modeling” Objective
• On each iteration, chooses 15% of all input tokens at random:

• replaced w [MASK] token 80% of time, random token 10% of time, same token 10% 
of the time

• Pretrains on BooksCorpus (800M words)
• BERT-Large uses 24 layers, 1024-dim hidden representation, 

16 attention heads, 355M parameters
• New state of the art on 11 NLP tasks
• Pushes GLUE score to 80.5% (from 72.8)



BERT Adaptation Strategy

• Fine-tune all parameters on downstream task
• Output mechanism for downstream task depends on task type:

• [CLS] token fed to classifier for classification
• Token representations fed to output layer for token-level tasks

• Fine-tuning took under an hour on TPUs < 3 hours on GPUs
(< 1hr on modern GPUs)



BERT key results



RoBERTa

• Replicates BERT, makes some major improvements
• Trains longer (500k vs 100k steps), with bigger batches, over more 

data (160GB) — BookCorpus, CC-News, OpenWebText, Stories
• Removes the next sentence prediction objective
• Trains over longer sequences
• Dynamically changes masking



RoBERTa Results

RoBERTa: A Robustly Optimized BERT Pretraining Approach (Liu et al.)

https://arxiv.org/pdf/1907.11692.pdf


Longformer

• Attention mechanism that scales linearly with length
• “Outperforms RoBERTa on long document tasks”
• Sets new SOTA on WikiHop and TriviaQA



T5 (2020)

“Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer” (Raffel et al.)

https://arxiv.org/abs/1910.10683


T5 Details

• Casts all tasks into a “text-to-text” format
• Explores standard BERT model sizes, also larger 3B & 11B models
• BERT-style pretraining
• Fine-tuning to large collection of downstream tasks
• Achieved SOTA results on summarization, QA, text classification, etc.



T5 Results



FLAN-*

• “explore instruction finetuning with a particular focus on
(1) scaling the number of tasks
(2) scaling the model size
(3) finetuning on chain-of-thought data



Decoder-Only Revolution



Original GPT 

• Trains 12-layer Transformer LM on BooksCorpus data (7000 books)
• Masked self-attention language modeling
• 12 attention heads with 768-dimensional states
• 3072 dimensional inner states for MLP layers
• BPE vocabulary
• Modified L2 regularization, attention dropout of .1, GELU activation
• Cosine learning rate annealing 
• Minibatches of size 64

Improving Language Understanding by Generative Pre-Training (Radford et al. 2018)



GPT Uses

• Fine tuned to numerous downstream tasks
• Dropout .1 added to classifier
• Fine-tunes for 3 epochs of additional training on target task
• Linear learning rate decay with warmup of .2% 

• Fine-tuned to many tasks
• NLI, QA, “Common-sense reasoning”, Semantic Similarity, Classification



GPT–2 

• 1.5 billion parameter auto-regressive Transformer language model
• Trained on new dataset called WebText
• Fed documents + questions, matches the performance of ¾ baseline 

QA systems (without even looking at the training data)
• “These findings suggest a promising path towards building language 

processing systems which learn to perform tasks from their naturally 
occurring demonstrations”

Language Models are Unsupervised Multitask Learners (Radford et al 2020) 

Language%20Models%20are%20Unsupervised%20Multitask%20Learners


GPT-2 Rollout and Controversy



Prompt Engineering

• Largely manual process
• Write instructions
• Qualitatively evaluate outputs
• Revise instructions 
• Most basic activity consists of editing a basic instruction, however, 

more elaborate techniques have emerged



GPT–3 

• Trained 175-billion parameter autoregressive Transformer
• Released in 75-page report, beginning of a trend on large systems
• Part academic methodological paper, part methodological white 

paper, part risk assessment doc
• Can generated news articles that human evaluators struggle to 

distinguish from real articles

Language Models are Few-Shot Learners (Brown et al., NeurIPS 2020)

https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf


GPT3 Training Data

• Built off Common Crawl but applied 3 filtering heuristics:
• Filtered “based on similarity to a range of high-quality reference” (?!?)
• Fuzzy de-duplication at the document level, within and across datasets, both 

to improve quality but also to preserve integrity of holdout stats
• Added high-quality data to training mix (WebText, two books-based corpora 

[Books1 & Books2], and English-language Wikipedia

• Common crawl was 45TB before filtering, 570GB after filtering
• During training Common Crawl & Books2 sampled 1x, other datasets 

sampled 2–3x



Few-Shot Prompting

Language Models are Few-Shot Learners (Brown et al., NeurIPS 2020)

https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf


Few-Shot Performance w LM Scale

Language Models are Few-Shot Learners (Brown et al., NeurIPS 2020)

https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf


Scale Benefits Few-Shot More than Zero Shot

Language Models are Few-Shot Learners (Brown et al., NeurIPS 2020)

https://proceedings.neurips.cc/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf


Chain of Thought Prompting

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models (Wei et al., NeurIPS 2022)

https://arxiv.org/pdf/2201.11903.pdf


Chain of Thought Examples



Retrieval Augmented Generation

“Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks” Lewis et al. (NeurIPS 2020)

https://arxiv.org/abs/2005.11401


Low Rank Adaptation (LoRA)

(Hu et al ICLR 2022) https://arxiv.org/abs/2106.09685 

https://arxiv.org/abs/2106.09685


Q-LoRA

• Works with frozen 4-bit quantized pre-trained model
• Can train low-rank adapters on a 65B-parameter model on 

a single 48GB GPU
• Reduces memory requirement from > 780GB to < 48GB without 

damaging predictive performance or run-time
• Wildly popular in industry

QLoRA: Efficient Finetuning of Quantized LLMs (Dettmers et al. 2023)

https://arxiv.org/pdf/2305.14314.pdf


Soft Prompt Tuning

• “Hard prompts” must consist of actual (discrete) tokens
• “Soft prompts” are tunable embeddings that are learned via SGD
• Extreme form of what we saw with LoRA, keep most parameters 

frozen, train only a small number of learnable parameters



Instruction Tuning

• “Starting with a set of labeler-written prompts and prompts 
submitted through the OpenAI API, we collect a dataset of labeler 
demonstrations of the desired model behavior, which we use to fine-
tune GPT-3 using supervised learning”
• “In human evaluations on our prompt distribution, outputs from the 

1.3B parameter InstructGPT model are preferred to outputs from the 
175B GPT-3, despite having 100x fewer parameters."

Training language models to follow instructions with human feedback (Ouyang et al. 2022)

https://arxiv.org/abs/2203.02155


RLHF

“Learning to summarize from human feedback” Stiennon, Ouyang et al.

https://proceedings.neurips.cc/paper_files/paper/2020/file/1f89885d556929e98d3ef9b86448f951-Paper.pdf


RLHF Details

• Authors “collect a large, high-quality dataset of human comparisons 
be-tween summaries
• “Train a model to predict the human-preferred summary”
• “Use that model as a reward function to fine-tune a summarization 

policy using reinforcement learning”
• Uses a KL penalty to keep RL policy close to supervised model



RLHF Key Result



Putting it all together: modern LLMs

img src: https://huyenchip.com/2023/05/02/rlhf.html

https://huyenchip.com/2023/05/02/rlhf.html

