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Strikingly interdisciplinary 
stakeholders, diverse aims



Participating Disciplines 

• Psychology
• Cognitive science
• Neuroscience
• Machine Learning
• Statistics 
• Physics
• Mathematics 
• Philosophy

Aims:
• Understand biological brains
• Simulate biological brains
• Applications in AI
• Non-parametric hammer for 

statistical inference 



Why study the history?



Why study the history?

• Technology as it happens
• A complicated process
• Competing ideas
• Many different goals
• Frequent rediscovery 
• Promising directions abandoned
• Many important ideas premature
• Massive uncertainty 
• Guided by intuition

• Technology in the textbooks
• Story told by the victors 
• Can forget there even was a story
• Declarative “here is a thing, here is 

another thing” 
• Hard to figure out “why these 

things”?
• Straight lines from past to present
• Intuition often lost / buried



Why especially for 
neural networks 

• Everything is {new/old} is {old/new} 

• The field moves fast! (but not in a 
straight line)

• Mathematical facts are universal, but 
engineering facts are ephemeral

• NN knowledge consists of a lot of what, 
not a lot of why 

• The literature has never been settled



Everything {old/new} is {new/old}

• ReLU activations (1967 à 2010)
• Backprop (1763 à 1960 à 1962 à 1970 à 1982 à 1986
• Data Augmentation (1958 à 2012)
• The deep-ification of everything:

• Q-learning (1989) à Deep Q-learning (2013)
• Double Q-learning (2010) à Deep Double Q-learning (2015)



Engineering facts change quickly!
What’s the best way to train an image classifier?
• 1958 à Perceptron
• 1980 à Optics-based features
• 1989 à Convolutional Neural Networks
• 1990s à Optical features + SVMs
• 2010 à Pre-trained unsupervised nets, fine-tuned to labeled data
• 2012–2020 à Supervised models trained from scratch, 

   or fine-tuned from larger supervised models
• 2020s à Pre-trained unsupervised and/or (differently supervised) 

  multimodal nets, fine-tuned to labeled data



What’s the best way to build a text classifier?

• Rules! 
• 1990-2010: linear models with TF-IDF / ngram features!
• 2014: LSTM neural networks
• 2015: Convolutional neural networks
• 2016: LSTM neural networks
• 2017: pre-trained LSTM neural networks, finetuned on labeled data
• 2018: pre-trained Transformer models, fine-tuned on labeled data
• 2023: Just ask ChatGPT!



Every field has dirty laundry, 
deep learning wears it proudly



Goals for the 
second half of 
semester

• Cover prevailing ideas and methods in 
deep learning / generative AI.

• Dig into the key results that have 
driven practice.

• Cover competing ideas, including 
recently outmoded techniques.

• Present material through the lens of a 
living, breathing literature.

• Prepare you to ingest new knowledge 
as it arrives



A Super-brief History 
of Machine Intelligence
(& Mostly, Neural Nets) 



1676 — Leibniz {discovers/invents) Chain Rule 





Probabilistic Classification 
Emerges 

• 1934 — probit Regression
• Linear model using the probit activation function 

(CDF of a normal)
• Parameters estimated by MLE by Fischer in 1935

• 1943 — logistic regression proposed as an alternative 
• Logistic function previously used in 1930s to model 

population growth 
• Later refined by statistician David Cox in 1958 



WWII — Emergence of “Cybernetics”

• Led by Norbert Weiner, who publishes “Cybernetics” in 1948
• Interdisciplinary group of scientists 
• Observes similarities between organisms and machines
• Develops technical language for describing both as “systems” 
• Focused on feedback loops, statistical principles, information



1943 — McCulloch & Pitts Artificial Neuron



1945—Eniac, first general-
purpose computer 



Donald Hebb’s learning hypothesis 
(1949)

“cells that wire together,
 fire together” 



1950—Turing asks, “Can machines think?”



1955—McCarthy & Gang Propose to Solve AI 
in a Summer



1958—Rosenblatt’s 
Perceptron



First Neural Network Hype Cycle Kicks Off 
(New York Times — July, 1958)



1959—Hubel & Wiesel 
Propose Model of
Simple & Complex 
Neurons

• Simple cells have smaller 
receptive fields, act like 
edge detectors

• Complex cells have larger 
receptive fields, less 
sensitive todeviations in 
exact position of objects



1965 — Deep Learning Begins Quietly
• First non-linear networks trained by stochastic gradient descent (Amari et al)
• Layer-by-layer training of deep models by Grigorivech & Ivakhenko



Backpropagation Developed in Control Theory

• Ahead of its time. Didn’t make quite the splash.



Minsky & Papert 
Publish 
Perceptrons

• Credited (rightly or wrongly) with 
quelling enthusiasm for line of 
research

• Demonstrated limitations of 
simpler (single-layer) perceptrons

• Subject of confusion in lore. 



1970s—Expert Systems all the Rage

• DARPA funds massive projects around “Knowledge Engineering”
• Herb Simon and Alan Newell win Turing Award in 1975, focused on 

modeling psychological systems as collections of “if-then”statements
• Focused on applying logical deduction to curated collections of facts 

(knowledge-bases)



Fukushima introduces Cognitron architecture, 
Rectified Linear Unit (ReLU) activation (1975)



Fukushima Proposes Neocognitron:
inventing Convolutional Architecture (1980)



Werbos reinvents Backpropagation (1974),
Applies to MLPs (1982)

From Backpropagation: The Basic Theory — Rumelhart,. Durbin, Golden, Chauvin



1986—Rumelhart & Hinton Popularize 
Backpropagation, train larger nets



Jordan Nets with Recurrent Nets 1986 



Finding Structure in Time:
Seeds of Language Modeling and Modern RNNs



Yann LeCun trains ConvNets for OCR (1989)



Yamaguchi introduce Max-Pooling (1990)

• Applied in neural network for speech recognition
 (“speaker-independent isolated word recognition”)



1990s—“Textbook ML” comes into focus

• Supervised learning  
Predict y given x

• Unsupervised learning  
Uncover the structure of x, 
without pre-specifying any 
prediction task

• Reinforcement learning  
Learn a policy to optimize a 
delayed reward signal



1991 LeNet Applied for OCR 
1995 Adopted by Banks (for check-reading)



1997 — Invention of LSTM RNNs

Hochreiter and Schmidhuber [1997]

https://arxiv.org/pdf/1506.00019.pdf


2010—The Rise 
of Modern Deep 
Learning

• 2008 Graves/Schmidhuber 
make strides in 
handwriting 
recognition/generation

• 2010 Dahl/Hinton Win 
Kaggle Competition for 
predicting drug binding 
sites



2012 Khrizhevsky/Sutskever/Hinton win ImageNet Challenge



“Human-level control through deep 
reinforcement learning” 2013



DeepMind’s AlphaGo Masters Go 



Industrial Applications in Healthcare



Optimism rises for new era of self-driving

https://www.youtube.com/watch?v=9e2x4dDRB-k

https://www.youtube.com/watch?v=9e2x4dDRB-k


2014—Leaps in Commercial
Speech Recognition (DeepSpeech)

Hannun et al, 2014



Concerns arise about 
Fairness/Transparency/Privacy



AI’s Generative Turn



Sequence(-to-Sequence) Modeling 



2012—Early Experiments with Deep RNNs + Language Modeling

image credit: Karpathy, text from Sutskever Martens, Hinton 2012

http://karpathy.github.io/2015/05/21/rnn-effectiveness/


(Fast-forward to 2023)



Unaligned Seq-to-Seq Models 
for Natural Language Translation (2014)



2014/5 Image Captioning



2014 Generative Adversarial Networks

Figure credit: Chris Olah

https://twitter.com/ch402/status/793911806494261248


Earlier GAN results



Rapid progress in image quality

https://www.youtube.com/watch?v=XOxxPcy5Gr4

https://www.youtube.com/watch?v=XOxxPcy5Gr4


Conditional 
Diffusion Models
 

Prompt: Anthropomorphic 
majestic blobfish knight, portrait, 
finely detailed armor, cinematic 
lighting, intricate filigree metal 
design, 4k, 8k, unreal engine, 
octane render

Image via 
https://www.blueshadow.art/midj
ourney-prompt-commands/

https://www.blueshadow.art/midjourney-prompt-commands/
https://www.blueshadow.art/midjourney-prompt-commands/


From Narrow Purpose-Built Models 
to Webscale Capabilities 



The Rise of Foundation Models

• 2017—ELMO pretrains forwards and backwards LSTMS for contextualized 
    representations, fine-tunes on downstream tasks
• 2018—BERT trained on web crawl to learn representations useful for 

downstream classification with surprisingly little fine-tuning
• 2018—OpenAI releases GPT, a general web-scale language model
• 2019—OpenAI releases GPT2
• 2020—OpenAI releases GPT3
• 2021—OpenAI releases Dall-E, setting off rapid progress on text-to-image 

synthesis
• 2021—OpenAI releases CLIP, multimodal text + image embeddings
• 2022—OpenAI releases ChatGPT
• 2023—OpenAI releases GPT4



New Paradigms Emerge



The emerging repertoire 

• Zero-shot prompting
“The following is a movie review: ....   
 The sentiment of of the review was (positive/negative):  ”

• Few-shot prompting / In-Context learning
X1: ..., Y1: ..., X2: ..., Y2: ..., X3: ..., Y3: ___

• Chain-of-Thought reasoning
Getting to final answer by means of a sequence of intermediate reasoning 
steps.
• Task-specific fine-tuning



What’s new, What’s the same?

• The role of data—it’s possible in an unprecedented way, to get 
models to perform complex behaviors, without any additional 
training. This out-of-the-box capability is fascinating. Still, 
performance matters, and data/expertise are needed to guide the 
process.

• In many tasks, when clean data is available, fine-tuning models for 
narrow tasks still dominates.

• Many old skills remain relevant. Lots of capabilities require training 
models. There’s also a new repertoire emerging where intuitions for 
prompts can be as important as intuitions for architectures (or feature 
engineering before that).


